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Abstract:  This paper is about five high level enterprises of data analysis process discovery, wrangle, profile, model, report. Find 

that discovery and wrangle often the most tedious and time consuming aspects of an analysis as underserved by existing 

visualization and analysis tools these challenges are typically more acute with in large organizations with a diverse and distributed 

set of data sources. Finally this paper discusses about high level task and challenges in data analysis process. 

Index Terms- Data, Analysis,Visualization. 

 _____________________________________________________________________________________________________ 

I. INTRODUCTION 

ORGANIZATIONS GATHER INCREASINGLY LARGE AND COMPLEX DATA SETS EACH YEAR. ANALYSTS OFTEN WORK AS A PART OF 

AN ANALYSIS TEAM OR BUSINESS UNIT. IN THIS PAPER IS ABOUT FIVE HIGH LEVEL ENTERPRISE OF DATA ANALYSIS PROCESS. 

Discover 

The analysis acquired data necessary to complete their task within a large organization. 

Wrangle 

The analyst discovered the appropriate data to use it often need to manipulate the acquired data before it could use it for the 

analysis. 

Profile 

The analyst enters the phase of diagnosing the data quality issue & understands what they can make their data. 

Model 

After all the required data was assembled &understood, analyst could begin modeling their data. 

Report 

Analyst typically reported insight gained from modeling to the analyst of a business process (or) business unit. 

 These challenges are typically more acute within the large organizations with a divers and distributed set of data sources. We 

conclude the characterized the tasks within the analysis process of the work. Not all analysis requires all five tasks, and not all 

analysis performs each of them. 

 

2. RELATED WORK 

Many researchers have studied analysts and their processes within intelligence agencies. Although there is much overlap in the 

high-level analytic process of intelligence and enterprise analysts, these analysts often work on different types of data with 

different analytic goals and therefore perform different low-level tasks.  For example, enterprise analysts more often perform 

analysis on structured data than on document and emails. In previous process is the scale and diversity of data source increase 

within enterprises, there is an opportunity for visual analytic tools to improve the quality of analysis and the speed at which it 

takes place. Tools that simplify tasks across the analytic pipeline could empower nonprogrammers to apply their statistical 

training and domain expertise to large, diverse data sets. Tools that help manage diverse sets of procedures, data sets, and 

intermediate data products can enable analysts to work and collaborate more effectively. 

 

3. CHALLENGES IN THE ANALYSIS PROCESS 

We identified five high-level tasks that repeatedly occurred in respondent’s analysis efforts: 

 3.1 DISCOVERY 

Throughout their work, analysts acquired data necessary to complete their tasks with large organization, finding ad understanding 

relevant data was often a significant bottleneck. 

3.1.1 Where is my data? 

For 17 analysts, finding relevant data distributed across multiple databases, database tables and/or files was very time consuming. 

Organizations often lacked sufficient documentation or search capabilities to enable efficient identification of desired data. 

Instead, analysts relied on their colleagues: they often asked database administrators or others for help. One analyst described the 

http://www.jetir.org/


© 2018 JETIR August 2018, Volume 5, Issue 8                                             www.jetir.org  (ISSN-2349-5162)  
 

JETIRC006416 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 570 
 

problem: It is really hard to know where the data is. We have all the data, but there is no huge schema where we can say this data 

is here and this variable is there. It may be written but the wiki is very stale: pointers don’t point to the right place  and it changes 

really fast. The best thing you can learn working here is who to ask, because in their head a lot of people know a lot of stuff. It’s 

more like folklore. Knowledge is transmitted as you join. Some organizations also restricted access to data, requiring an 

appropriate administrator to grant privileges. In some cases, the administrator who set up the data may have already left the 

company. 

 

3.1.2 Field Definitions 

The difficulties in discovering data were compounded by the difficulty of interpreting certain fields in a database. In at least 16 

instances, analysts described situations in which fields were coded and required look ups against external tables. Foreign key 

definitions help identify the appropriate table to perform lookups, but these definitions were often missing in relational databases 

and non-existent in other types of data stores. Even without coding, missing units or metadata created ambiguity. For instance, one 

analyst noted that many date-time fields were stored without time zone information. The analysts had torn construct time zones 

from corresponding geographic information. In 8 reported cases, schema drift lead to redundant columns. One company we 

interviewed had a database table containing four columns containing job titles for its users. These columns evolved over   time, 

were often conflicting and there was no documentation describing which column was up-to-date or appropriate to use. 

FOR EXAMPLE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Focuses on process discovery. The process flows generated by process-mining tools are more reliable than those created 

by interviewing process stakeholders. The event logs reveal the real process, rather than how it’s perceived it actors. Exception 

scenario us (most likely neglected in interviews) can be discovered, and overall process performance is highlighted. This process-

discovery scenario provides data for future process analysis and improvement, and a basis for further analysis, such as process 

compliance, or a predication of process paths based on historical data. 

3.2 WRANGLING 

Data wrangling, sometimes referred to as data munging, is the process of transforming and mapping data from one “raw”" data 

form into another format with the intent of making it more appropriate and valuable for a variety of downstream purposes such as 

analytics. A data wrangler is a person who performs these transformation operations. This may include further munging, data 

visualization, data aggregation, training a statistical model as well as many other potential uses. Data munging as a process 

typically follows a set of general steps which begin with extracting the data in a raw form from the data source, "munging" the 

raw data using algorithms (e.g. sorting) or parsing the data into predefined data structures, and finally depositing the resulting 

content into a data sink for storage and future use. The data transformations are typically applied to distinct entities (e.g. fields, 

rows, columns, data values etc.) within a data set, and could include such actions as extractions, parsing, joining, standardizing, 

augmenting, cleansing ,consolidating and filtering to create desired wrangling outputs that can be leveraged downstream The 

recipients could be individuals, such as data architects or data scientists who will investigate the data further, business users who 

will consume the data directly in reports, or systems that will further process the data and write it into targets such as data 

warehouses, data lakes or downstream applications. Depending on the amount and format of the incoming data, data wrangling 

has traditionally been performed manually (e.g. via spreadsheets such as Excel) or via hand-written scripts in languages such as 

Python or SQL.R, a language often used in data mining and statistical data analysis, is now also often used for data wrangling. 

Other terms for these processes have included data franchising, data preparation and data munging. 
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3.2.1Data Integration 

Data integration involves combining data residing in different sources and providing users with a unified view of them. This 

process becomes significant in a variety of situations, which include both commercial (such as when two similar companies need 

to merge their databases) and scientific (combining research results from different bioinformatics repositories, for example) 

domains. The data warehouse approach is less feasible for datasets that are frequently updated, requiring the extract, transform, 

load (ETL) process to be continuously re-executed for synchronization. 

 

 

 

 

 

 

 

 

 

 

Figure 1: Simple schematic for a data warehouse. The Extract, transform, load (ETL) process extracts information from the source 

databases, transforms it and then loads it into the data warehouse. 

 

Data integration favored loosening the coupling between data] and providing a unified query-interface to access real time data 

over a mediated schema (see figure 2), which allows information to be retrieved directly from original databases. This is 

consistent with the SOA approach popular in that era. This approach relies on mappings between the mediated schema and the 

schema of original sources, and transforms a query into specialized queries to match the schema of the original databases. Such 

mappings can be specified in 2 ways : as a mapping from entities in the mediated schema to entities in the original sources (the 

"Global As View” (GAV) approach), or as a mapping from entities in the original sources to the mediated schema (the "Local As 

View” (LAV) approach). 

 

 

 

 

 

 

 

 

Figure 2: Simple schematic for a data-integration solution. A system designer constructs a mediated schema against which users 

can run queries. The virtual database interfaces with the source databases via wrapper code if required. 

3.3 PROFILING 

The first step in a data quality project is profiling the data. Data profiling is the analysis of data to clarify 

structure, content, relationships and derivation rules. Profiling helps not only to understand anomalies and to 

assess data quality, but also to discover,  register, and asses enterprise metadata, and so the purpose of data 

profiling is both to validate metadata when it is available and discover metadata when it is not. EDQ comes 

with several built -in transformations to profile our data quickly to start discovering patterns and quality 

issues. Some of the most important transformations for profiling are:  

 

3 .3 .1 Quick  s ta t s  prof i ler  
 

Ana l yses  h igh  l eve l  co mp le teness ,  d up l i ca t io n ,  and  va lue  f req uency acro ss  man y a t t r ib u te s,  

h igh l igh t s  po ss ib le  i s sues  .Fo r  examp le ,  we  could  use  th i s  t r ans forma t io n to  id en t i fy  d up l ica te  va lues 

in  co lumns  tha t  sho uld  co n ta in  un iq ue  va lues ,  o r  co lumns  wi th  mo re  un iq ue  va lues  than  expected .  
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3.3.2 Data  ty pes  pro f i ler   

Ana l ys t s  a t t r ib u te  va lues  fo r  the i r  d a ta  typ es ,  and  a ssess  da ta  typ e  co ns i s t ency.  I n  the  examp le  

b e lo w,  we  can  see  tha t  so me  co lumns  have  inco ns i s t en t  d a ta  typ es ,  and  we  can c lear ly  iden t i fy  wro ng  

va lues  ( the  S t r ee t  co lumn has  1  numer ic  va lue  and  the  r e s t  t ex t ,  t he  Ce l l  co lumn has  6  Da te / t ime  

va lues ,  t he  Ac t ive  co lumns  have  1 5  numer ic  va lues ,  e t c . ) .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2:  Example of the results of the Data type’s profiler in EDQ. This transformation is very useful to 

find data type consistency issues.  

3 .3 .3M ax/M inprof i ler  

Finds minimum and maximum values longest, shortest, lowest, and highest.  

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3: example other results of the max/min profile in EDQ. One of the basic profiles th at we can do on 

our data is an  analysis of the maximum and minimum values of each field to find wrong values.  

 

 3 .3 .4  Frequency  pro f i l er  

Analyses value frequency across many attributes. In the image below, we can see how this transformation can 

be used to   rapidly identify consistency problem s in the values of the data.  

 

 

 

Figure 1:  Example of the results of the Quick stats profiler in EDQ. We can start discovering issues in the  

data using this transformation, for example, fields with null values, or with more unique values than expected.   
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 Figure 4:  Example of the results of the Frequency profiler in EDQ. We can already see data quality.  

 

3 .3 .5  Pat t erns  prof i ler  

Analyses character patterns and pattern frequency across many attributes.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5:  Example of the results of the Patterns profiler in EDQ, very useful to find data quality issues in 

fields such as zip codes, telephone numbers, or email addresses.  

 

3 .3 .6Record  co mple teness  prof i ler  

Analyses records for their completeness across  many attributes.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                 Figure 6:  Example of the results of the Record completeness profiler in EDQ. 

 

Other profiling transformations include, but are not limited to, number profiler, character profiler, date 

profiler, and RegEx patterns profiler.  

 

3.4 Modeling 

A data model is a description of how data should be used to meet the requirements given by the end user.  Data modeling helps to 

understand the information requirements. Data modeling differs according to the type of the business, because the business 

processes or each sector is different, and it needs to be identified in the modeling stage. There are three main designs for the data 

model, namely conceptual design, logical design and the physical design. 
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There are four types of data models identified 

 

Conceptual Data Models 
Highest-level relationships between different entities.Conceptual data modeling is the most crucial stage in the database design 

process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                             Figure 1: Conceptual Data Modeling Process 

 

Enterprise Data Models 
Addresses unique requirements of a specific business. However this is similar to conceptual data modeling. It is independent of 

“how” the data is physically sourced, stored, processed or accessed.  The model unites, formalizes and represents the things 

important to an organization, as well as the rules governing them. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                         Figure 2: Enterprise Data Modeling Structure  

Logical Data Modeling 

Illustrates the specific entities, attributes, and relationships involved in a business function. This serves as the basis for the 

creation of the physical data model. Actual implementation of the conceptual model is called a logical data model. To implement 

one conceptual data model may require multiple logical data models. Data modeling defines the relationships between data 

elements and structures.  
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Physical Data Modeling 
 Physical data model represents how the model will be built in the database. A physical database model shows all table structures, 

including column name, column data type, column constraints, primary key, foreign key, and relationships between tables.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Physical Data Model 

 

3.5 REPORTING 

Analysts typically reported insights gained from modeling to other analysts or business units. The two most-cited challenges were 

communicating assumptions and building interactive reports. 

 

3.5.1 Communicating Assumptions 

 

One complaint about distributing and consuming reports (made by 17 analysts) is poor documentation of assumptions made 

during analysis. Analysts typically performed a sequence of operations that can affect the interpretation of results, such as 

correcting outliers, imputing missing data or aggregating data. These operations are often context specific, with no standards for 

each analysis. In other cases, analysts imposed their own definitions on underspecified concepts. One medical analyst analyzed 

patient episodes that correspond to all visits to a hospital to treat a given symptom. However, the database did not contain an 

episode identifier associated with each patient visit. The analysts had to use heuristics, such as the duration between visits, to 

group hospital visits into episodes. This heuristic was imprecise, as hospitals may treat a patient concurrently for two different 

symptoms or for the same symptom after a long period of time. Analysts often lost track of all the operations they performed and 

their rationale for performing them. Even when assumptions were tracked, they were often treated as foot notes instead of first-

class results. One analyst cited that his boss often looked at summary charts without reading the fine print. For instance, an 

average calculated from three data points would be marked with an asterisk that was then regularly overlooked. 

 

3.5.2 Static Reports 

 

A number of analysts (17/35) also complained that reports were too inflexible and did not allow interactive verification or 

sensitivity analysis. Often reporting and charting tools were used directly on the output data and contained no knowledge of how 

the original input data was filtered, transformed or modeled. Much of this work was done before output data was loaded into the 

tool. Because reporting tools have no access to data provenance, it was often impossible to modify parameters or assumptions to 

see how the conclusions would change. Viewers can not verify questions such as “how might user acquisition rates change if 

more money was spent on marketing?” 

 

 

4. CONCLUSION 

 

This paper presented by the five high level challenges faced by data analysis .The challenges process of intelligence and 

enterprise, these analysts often work on different types of data to the implement of the task in enterprise data analysis and visual 

analytic tools .To improve the quality of data analysis take place in enterprise. These challenges are typically more acute within 

large organization with a diverse and distributed set of data source. 
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